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Abstract— A number of attempts have been made to use the
benefits of 3D-Laserscanning techniques in the underwater envi-
ronment. Unfortunately, due to a number of operative problems
with such devices, their accuracy and therefore applicability
remains quite low. This paper specifically focuses on these
practical issues by expanding on previous works in this area and
improving their usability. The result is a calibration procedure
for triangulation-based 3D-laserscanners for the underwater
environment which provides a very promising precision and
reliability, but at the same time does not demand exaggerated
deployment overhead.

I. INTRODUCTION

The problems with existing 3D-laserscanners for the under-
water environment can be categorized into the areas of system
concept and calibration issues. Problems in both areas will be
addressed.

The term 3D-laserscanner is used for two different sys-
tems: LIDAR-scanners and triangulation-based scanners. In a
LIDAR-system the time TOF (time of flight) of the laser beam
is measured, resulting in a depth measurement[4] (see figure
1). The laser is fired in pulsed-mode, each pulse yielding one
distance measurement. To achieve multi-dimensional mapping
the laser beam is moved over the object using a 1D or 2D-
scanning head, resulting in a 2D or 3D image of the object.
Unfortunately construction of this type of 3D-laserscanner
requires very sensitive equipment, so usually systems have
to be bought. A number of commercially available LIDAR-
scanners with different applications are listed in [7]. They
usually utilize lasers in the range of 650-1500nm, since
this laser technology is best understood and cheap. Typical
scanning frequencies for this type of scanner are in the range
of 250-500.000 points per second, while there usually is a
decrease in angular- and distance-precision when operating
at peak frequencies. Besides maximum scanning ranges (15-
1.500 meters) these systems also have minimum scanning
distance, usually in the range of 0.1-0.5 meters. Beam energies
range from 0.5 to 23mW. Triangulation-systems measure the
displacement of the laser beam in the camera image, resulting
from a nonzero distance (called baseline) between the laser
source an the camera. This distance can be translated into
a depth information. Triangulation-systems usually utilize a
line laser source with a 1D-scanning head [5] (see figure 2),
resulting in a 3D image of the scanned scene. Scanning speeds
and accuracies vary greatly, depending on a number of factors
described in section II.

Fig. 1. LIDAR-type system using the TOF (time of flight) to obtain depth
information.

Fig. 2. Triangulation-type system using distortion of the laser line in the
camera image as depth information.

Common for both types of 3D-laserscanner are the follow-
ing basic components:
• Laser source
• Scanning head
• Detector

For underwater deployment a watertight housing has to be
added. This component has considerable effect on the perfor-
mance of the system, since losses and beam-path deviations
at the air-glass-water-interface are significant. Both flat and



domed interfaces have been used in 3D-laserscanner systems
([1],[10]), both dealing with their respective advantages and
disadvantages. Especially for the triangulation based scanners
it has to be decided, if camera and laser source share a
common housing or are sealed separately.

A critical component in both types of laserscanner is the
laser source. Typical industry-used laser wavelengths lay in the
range of 650-1500nm, for which the absorption coefficients
are too high (0.0047-21.59cm−1) [8], resulting in effective
scanning ranges of well below one meter for the 650nm
sources and mere millimeters for the 1500nm sources. The
ideal absorption wavelength for clear water lies around 420nm
(absorption coefficient 0.000062cm−1) [9], in the blue spec-
trum. Unfortunately lasers in this wavelength are still very ex-
pensive, rather bulky and not very energy-efficient. The green
spectrum around 532nm is much more common, and its similar
absorption coefficient of 0.000498cm−1 [9], only one order of
magnitude higher currently makes the choice of a green laser
the cost-benefit ideal. Beam geometry is another important
aspect, since divergence, beam uniformity and beam diameter
directly impact scanning accuracy. Divergence dictates the
growth of the laser spot in respect to distance, so the resolution
decreases with increasing scanning range. Beam uniformity
especially is a problem with triangulation-type laserscanners
including a line optics, which usually produces a Gaussian
intensity distribution and induces optical disturbances due
to impurities of the lenses (see figure 3). To avoid these
effects special non-Gaussian laser line optics can be used,
at the expense of size and monetary cost. Beam width (or
line width for triangulation-type systems) is a critical factor,
since smaller values offer better resolution, but require more
sensitive detectors.

Fig. 3. Non-uniform laser line with disturbances produced by simple line
optics.

The scanning head should allow the 2D/1D movement of
the laser beam/line. Different approaches have been used as
actuators for the mirror, but all have in common that they have
to be optimized for size, speed and precision. The angular
accuracy of scanning heads lies in the order of 0.01 deg for
integrated industrial systems ([7]), less sophisticated systems
utilizing servomotors reach orders of 0.1 deg.

The detector greatly differs between the two systems: for
LIDAR-type systems a photodiode is used, which measures
the time of arrival of the previously emitted beam. Avalanche-
type photodiodes, which offer a very good sensitivity at
the price of SNR (signal-noise-ratio) are usually used. The

amplitude of the received signal can be interpreted as the
reflectivity of the sampled surface. Systems including this
value in their output are called imaging laserscanners, since
an interpretation of the reflectivity as 8bit greyscale value
yields an greyscale-photograph like image of the scene (see
e.g. [11]). For triangulation-type systems the detector is a 2D
imaging sensor. Additional to the sensitivity the horizontal
and vertical resolution as well as the FOV (field of view)
are of importance, since they impact scanning resolution and
obviously the laserscanner can only work for objects inside the
cameras FOV. Greyscale cameras usually have better sensitiv-
ity, since they do not incorporate IR and colour filters. A higher
vertical camera resolution improves the scanner resolution up
to the point in which the projected laser line occupies more
than a pixel in the image, at which point the width of the
laser line has to be decreased to improve resolution. Increased
horizontal resolution increases the computational complexity
of the system. It is obvious that the FOV of the camera and
the fan angle of the laser line optics should be selected equal.
Depending on the type of surface the laser is reflected from,
the high beam intensity may over-saturate the camera. CCD
cameras are by concept much more sensitive to this type of
oversaturation than CMOS cameras.

Most LIDAR-systems cannot be utilized in the underwater
environment since they use laser wavelengths in the 650-
1500nm range, which makes them unsuitable for the underwa-
ter environment by design. One of the few available 532nm-
LIDAR-scanners is described in [6], but no references of its
usage in the underwater environment could be found up to
date, which is considered to be a result of its size, power
requirements and high monetary cost.

A key advantage of triangulation-systems is the fact, that
most underwater vehicles already incorporate a camera. This
opens the possibility to upgrade an existing system by simply
adding the laser source and the scanning head in a separate
housing. Since virtually all above-mini ROV systems use an
open-frame concept, mounting of this additional component
should pose no difficulty.

This paper will focus on the calibration of a triangulation-
type laserscanner. Common problems of this procedure will
be addressed and a novel procedure addressing most of these
points will be presented in section II. The experimental results
with this new calibration method will then be shown in section
III and finally a conclusion and an outlook to future work will
be given in section IV.

II. CALIBRATION

The calibration procedure has the aim to find the geo-
metrical parameters of the laserscanning system. Figure 4
shows the schematic overview of the laserscanner system.
The geometrically defining parameters of the system are the
baseline b, e.g. the vertical distance between the optical axis
of the camera and the origin of the scanning head, the pitch
angle of the camera α and the minimum, maximum and mean
angles of the scanning head (with the mean angle denoted
β) moving the laser line. Acquisition of these parameters



was often simplified by previous works, where the origin
of these values is not explicitly explained, so it is assumed
that they are measured manually (see e.g. [1], [3]). This
method is highly questionable due to a number of reasons:
The achievable accuracy of manually measuring these values
is relatively low. Manually measuring the baseline distance
means exact knowledge of the camera’s optical axis position
inside the watertight housing, which is impractical. A similar
problem applies to the measurement of the camera’s pitch
angle, aggravated by the general inaccuracy of angular mea-
surement. Measurement of the minimum, maximum and even
the intermediate angles of the scanning head is comparatively
easy, as a planar object can be placed in the baseline-optical-
axis-plane, the laser line’s projection onto it can be marked
and the respective angle measured. Still this is not very
accurate. These problems could be addressed by modelling
these uncertainties into the geometrical laserscanner model,
but a different approach will be investigated in this paper.
Other calibration procedures address this problem, but require
sophisticated bulky devices for calibration (e.g. [2]) which are
impractical for most practical situations.

Fig. 4. Schematic of the laserscanner system with all modelled variables:
The baseline b, angle between the baseline and the optical camera axis α, the
middle scanning position of the scanning head β, the ideal scanning distance
d and the laser-optical axis intersection point k.

The calibration procedure has the following steps:
• Intrinsic camera calibration
• For each scanning head position

– For two different arbitrary calibration rig positions
∗ Computation of the pose of a calibration rig
∗ Determination of the laser line position in the

camera image (on the calibration rig)
∗ Description of the laser line as line in R3 in the

camera’s coordinate system
– Computation of the plane described by the two lines

acquired for each scanner position
• Intersection of all planes, forming a line in R3 intersect-

ing the scanning head’s position
• Calculation of the baseline length by determination of

the distance between this line and the camera position
(origin)

• Computation of the scanning head angle β by intersection
of the laser plane with the baseline plane

• Positioning the calibration rig in such a way, that the laser
line appears exactly at the centre of the image

• Computation of the camera pitch angle α from the
resulting trigonometric relations

The advantages of this procedure are obvious: Besides the
calibration rig no other external devices are necessary and
the calibration rig is a simple planar object with a printed-
on pattern. There is no need to move the rig in a pre-defined
fashion, the only constraints being that it has to stay in the
image and the laser line has to be visible on it. This makes it
well suitable for in-the-field- as well as underwater application.

Intrinsic camera calibration is done using Zhang’s algorithm
[12]. It yields the necessary intrinsic camera parameters after a
chessboard-type calibration rig is moved to different positions
in front of the camera, and is widely used because of its
simplicity and performance. Computation of the pose of the
calibration rig in the second step is done by Zhang’s algorithm
for extrinsic calibration: using the same chessboard calibration
rig it yields the pose of the chessboard on the calibration rig
in the camera coordinate system. Since the calibration rig is a
planar surface, this information can be used to obtain the plane
R : n ·X + d = 0 with the plane normal n and the distance
of the plane from the origin d derived from the calibration
rig pose. Using the dual-field calibration rig depicted in figure
5 the area in which the laser line is expected can now be
determined. After detection of the laser line on the calibration
rig its equation is stored as Lni (λ) = rni + λ (lni − rni ), with
i being the scanning head angle, n the running index for the
two consecutive scans and lni and rni being two points on the
line. After both scans the two lines are combined to form
the laser projecting plane Pi : oi · X + mi = 0 with oi =
(r0
i − l0i )×(r0

i − l1i ) the normal of the plane, and m =
∣∣r0
i

∣∣ the
distance from origin. Computing the intersection of all these
planes should in theory yield a single line. Mathematically
the intersection of two planes would suffice, but increasing
the number of planes will lead to more robust results. Further
another information can be obtained from this: consecutively
intersecting the planes Pi and Pi+1 results in i− 1 lines. Due
to imperfections in the optics and the air/glass/water-interface
there is a virtual baseline for each scanning head position (see
[1]). This change in the baseline-length b is directly visible in
the acquired data and can be used to improve the accuracy of
the laserscanning system. The angle βi is the angle between

each laser plane Pi and the baseline plane B :

 1
0
0

·X = 0.

Due to the projective nature of the laser fan the baseline plane
can be simplified in this manner without harming the resulting



angle.

Fig. 5. The used calibration rig, with the chessboard-pattern on the right for
pose estimation, and a good-contrast area on the left for laser line detection.

In order to compute the camera pitch angle α a last calibra-
tion step has to be made: the calibration rig has to be placed
in such a manner, that the laser line is visible at the exact
centre of the image. The image centre is one of the intrinsic
parameters aquired by intrinsic camera calibration. This results
in the definition of the point k (see figure 4), which makes the
computation of α a matter of simple trigonometric relations,
since the distance between k and the origin is known (it is
the z-coordinate of the calibration rig at that frame, since its
position is measured in the camera coordinate system) the law
of sines can easily be applied: α = π−β−

(
sin−1

(
b sin(β)
kz

))
.

III. EXPERIMENTAL RESULTS

The experimental system consist of a 20mW, 532nm line-
laser with a horizontal FOV of 90 deg. It is mounted onto
a servomotor and can be rotated 45 deg with an accuracy of
0.15 deg. It feature a circular housing made of Perspex which
reduce the deviation at the air/glass/water interface. Due to
mechanical constraints the laser source could not be mounted
at the centre of the housing, so there is a small beam deviation
introduced. The camera uses a 640x480 b/w CMOS sensor
which is able to provide up to 200 FPS at full resolution. It
has an Ethernet interface, yielding high quality images. The
lens has a FOV of 90 deg and excellent depth of field, allowing
good focus for different object distances. The camera housing
features a planar borosilicate glass window. Both housings are
fitted to a frame, the camera atop of the scanner housing (see
figure 6). Tilt of the camera and the scanner housing can be
easily varied, as well as their distance. The mounting distance
however is not necessarily the same as the baseline, since the
position of the CMOS-sensor inside the camera housing can
only be estimated, and does not lie on the mounting plane.
Theoretically this system should be able to yield a full 3D-
scan consisting of 307200 3D-points in 2.4 seconds. This value
simply derives from the time it takes the camera to acquire
480 images while the laser is swept across the image from its
maximum to minimum value. The theoretical value of 307200
scan points will not be achieved in practice, since it only
applies for objects at the ideal scanning distance d.

Fig. 6. The experimental system mounted onto an underwater crawler.

One of the experiments conducted was to determine the
quality of 3D-pose estimation of the calibration rig. To this end
the calibration rig was moved along pre-defined paths using
an industrial robot (Mitsubushi PA10). The resulting trajectory
data can be seen in figure 7.

Fig. 7. Positions of the calibration rig as recorded from the industrial robot
moving it.

This trajectory is observed by the laserscanner camera, and
the pose estimation results are shown in figure 8. The two
plots cannot be directly compared since they base on different
coordinate systems (the first using the robot’s centre als origin,
the second the camera’s origin), but it can clearly be seen, that
they form the same pattern, and the angles at the intersection
of the three lines are nearly 90 degrees.

After confirmation of the suitability of the pose estima-
tion, the calibration procedure was tested. As reference a set
of system parameters was manually measured prior to the



Fig. 8. Positions of the calibration rig estimated by the calibration software.

experiments: baseline b = 35cm, camera pitch angle α =
58deg, scanning head mean angle β = 90deg. The calibration
procedure yielded the following parameters: b = 31.3cm,
camera pitch angle α = 53.3deg, scanning head mean angle
β = 92.1deg. A screenshot of this calibration can be seen
in figure 9. This resemblance with the measured parameters
confirms the general correctness of the calibration approach.
Ideally it should be verified by using both sets of parameters
to create 3D-scans of a known object and compare the results.
This will be done in the future.

Fig. 9. Calibration rig image with recognized checkerboard-pattern at the
top and extracted position of the laser-line at the bottom. The red rectangle
represents the region which is searched for the laser line.

IV. CONCLUSION

A very interesting new approach has been presented for
calibration of a triangulation-based laserscanner. The approach
eliminates the necessity to measure any of the parameters
of such a system manually, while at the same time keeping
the calibration process simple enough to be applied in non-
laboratory environments. Due to the improvement in parameter
precision the overall precision of a 3d-laserscanning system
is expected to be improved. Another advantage of this new
approach is the possibility to specifically configure the system

for a given task. A given set of baseline b, camera-pitch α and
scanning head angle β results in an ideal scanning distance d,
where the vertical field of view of the camera intersects the
beams projected by the scanning head at minimum/maximum
angles. Depending on the application different settings may
be interesting, since only at the distance d does the 3D-
laserscanner achieve its ideal scanning resolution. In existing
systems some of these parameters may be fixed, while others
can be varied. Due to the ease of the calibration process
different settings may be tested and the best parameters for
a given application selected.

Future work will be include thorough testing of the system
in the underwater environment. An attempt will be made
to include the seawater-refraction-compensation algorithm de-
scribed in [13] to compensate for the non-colinearity error
resulting from the different refractive indices.
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